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Abstract
The automatic synthesis of algorithms can effectively re-
duce the difficulty of algorithm design. However, multiple
challenges exist for synthesizing algorithms. Among them,
scalability of the synthesizer is the most prominent one be-
cause of the significant complexity of efficient algorithms.
To address this scalability challenge, we propose several
approaches from two aspects, improving the efficiency of
existing program synthesizers and reducing the difficulty of
algorithm synthesis by properly using algorithmic knowl-
edge, respectively.

CCS Concepts: • Software and its engineering → Gen-
eral programming languages.
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1 Motivation
Efficiency is a major pursuit in practical software develop-
ment, and designing suitable algorithms is a fundamental
way to achieve efficiency. Nowadays, algorithm design has
become a necessary course for programmers. Various text-
books on algorithm design have been published, and various
related courses have been offered. Even so, designing algo-
rithms in practice is still difficult and even risky.
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• Utilizing textbook paradigms of algorithm design is
challenging for programmers because it usually re-
quires much human intelligence. For example, the par-
adigm of divide-and-conquer only suggests recursively
dividing the problem into sub-problems and then com-
bining the sub-solutions obtained from sub-problems,
but how to divide and combine for a concrete task is
unknown and up to the programmer to discover.
• Performing algorithm-level optimizations in software
design is error-prone. Such optimization may greatly
increase code complexity, break modularity, and thus
significantly increase the risks of program flaws.

To reduce the burden of algorithm design, the automatic
synthesis of algorithms (denoted as algorithm synthesis prob-
lems) has attracted much research interest [1, 4, 12]. Specifi-
cally, an algorithm synthesis problem is specified by a refer-
ence program that is possibly inefficient and some available
algorithmic knowledge such as a suitable algorithmic para-
digm. Then, the goal of this problem is an algorithm that is
not only correct (i.e., keeping the same input-output behavior
as the reference program) but also as efficient as possible.
Figure 1 shows a sample algorithm synthesis problem,

whose target is a parallel algorithm for calculating the second
minimum in an input list. In this problem, a straightforward
sort-based program is provided as the reference. It is ineffi-
cient as it runs inO (n logn) time on a list of lengthn. Besides,
the paradigm of divide-and-conquer is also provided as it
is commonly used for designing parallel algorithms. Given
this problem, an algorithm synthesizer is expected to find
an efficient parallel algorithm based on divide-and-conquer
(the right-side program in Figure 1), which runs in O (n/p)
time on a list of length n and p ≤ n/ logn processors. In this
algorithm, function dac deals with the sub-list in range [l , r ),
runs in the paradigm of divide-and-conquer, and also returns
the minimum of the current sub-list as an auxiliary value for
merging the second minimums.
Algorithm synthesis problems can be regarded as sub-

problems of program synthesis [2], whose target is to au-
tomatically find a program satisfying some user-provided
specification. However, existing program synthesizers can
hardly solve algorithm synthesis problems because efficient
algorithms are usually significantly more complex than nor-
mal programs. As shown in our sample problem (Figure 1), a
correct program for the second minimum (i.e., the reference
program) can be constructed within a few operators from
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Figure 1. An algorithm synthesis problem whose target is an efficient parallel algorithm for calculating the second minimum.

library functions (i.e., sort). In contrast, an efficient algorithm
is often constructed from a low level, resulting in a much
more complex control flow and a much larger program scale.
Therefore, scaling up program synthesis to support more
complex programs is necessary for synthesizing algorithms.

2 Problem
Our aim is to effectively synthesize algorithms. To achieve
this, we attempt to answer the following two questions.
Problem 1: Can we improve existing program synthesizers
to support synthesizing programs with larger scales?

Specifically, we consider the framework of counter-example
guided inductive synthesis (CEGIS), a framework widely used
in modern program synthesizers. As shown in Figure 2, a
CEGIS solver is formed by a verifier and a programming-by-
example (PBE) solver. Starting from an empty set of input-
output examples, the PBE solver synthesizes from existing
examples, and the verifier searches for a counterexample of
the synthesized program. The found example will be pro-
vided to the PBE solver for subsequent synthesis, and if such
an example does not exist, the current program will be re-
turned as the final result. We aim to develop more efficient
synthesizers under this framework.
Problem 2: Can we reduce algorithm synthesis problems to
simpler forms by properly utilizing algorithmic knowledge?

Direct usages of algorithmic knowledge (e.g., paradigms)
usually lead to complex synthesis tasks, on which efficient
synthesizers (e.g., CEGIS solvers) are inapplicable. For ex-
ample, a direct idea of synthesizing divide-and-conquer al-
gorithms on lists is to fill the template in Figure 3. How-
ever, CEGIS solvers cannot be directly applied to synthe-
size unknown sub-programs in this template because these
sub-programs are wrapped in a recursion. It is difficult to
collect separate input-output examples for each unknown
sub-program. We aim to develop better methods of utilizing
algorithmic knowledge to make CEGIS solvers applicable.

Note that our study focuses on the efficiency of the synthe-
sizer instead of the efficiency of the synthesized algorithms.
In most cases, the latter can be easily ensured by properly
designing the space of candidate programs. For example, if
we want to synthesize an efficient divide-and-conquer al-
gorithm by filling the template in Figure 3, it is enough to
ensure that the program space includes only constant-time

programs. At this time, the resulting algorithm must run in
O (n/p) time on a list of length n and p ≤ n logn processors.

3 Approach
We develop several approaches to respectively answer the
two questions raised in Section 2.

3.1 Improving Program Synthesis
The efficiency of a CEGIS solver depends on multiple fac-
tors, including the efficiency of the PBE solver, the quality of
counter-examples, and the generalizability of the PBE solver
(that is, the ability to find the correct program from a few
examples). The first factor determines the time cost of each
iteration, and the latter two determine the number of itera-
tions required in synthesis. We propose several approaches
to improve each of these factors (Figure 2).
To improve the efficiency of the PBE solver, we propose

MaxFlash [8], which uses probabilistic models to accelerate
FlashFill [5], one of the most successful PBE solvers. Specifi-
cally, we introduce a specialized class of models that can be
effectively combined with FlashFill, and we also improve the
search procedure of FlashFill to better utilize the prediction
provided by the models. In this way,MaxFlash achieves more
than 200× speed-ups compared with the original FlashFill.
To improve the example quality, we formalize the prob-

lem of selecting high-quality examples as the question selec-
tion problem and propose two effective question selectors
IntSy [7] and RandomSy [6]. Concretely, we first establish a
theoretical connection between the question selection prob-
lem and the problem of constructing optimal decision trees.
Then, IntSy approximates an effective strategy for construct-
ing decision trees by sampling, and RandomSy further accel-
erates IntSy by estimating the complex program semantics
with simple probabilistic models. In this way, RandomSy can
reduce the number of iterations by 4.56%-28.2% for existing
CEGIS solvers with negligible extra time cost.
To improve the generalizability of the PBE solver, we es-

tablish a theory of measuring the generalizability and char-
acterize a class of PBE solvers, named Occam solvers, whose
generalizability is guaranteed in our theory. Then, we de-
sign an efficient Occam solver, named PolyGen [9], which
achieves 58.2%-69.9% reductions in the number of iterations
and 7.02×-15.1× speed-ups compared with previous solvers.
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Figure 2. The CEGIS framework and the approaches we proposed for im-
proving the components in it.

Figure 3. A template of divide-and-
conquer on lists.

3.2 Utilizing Algorithmic Knowledge
We investigate several common algorithmic paradigms and
design specialized approaches for applying CEGIS solvers.
For divide-and-conquer, we notice that to fill the template in
Figure 3, it is enough to find an auxiliary program aux and
a combinator comb satisfying the following formula for any
lists xsL and xsR , where ref denotes the reference program,
aux declares auxiliary values, comb combines the sub-results
on sub-lists, and xsL ++ xsR denotes the list concatenation.

(ref (xsL ++ xsR ), aux(xsL ++ xsR )) =
comb

(
(ref (xsL ), aux(xsL )), (ref (xsR ), aux(xsR ))

) (1)

In the second minimum task (Figure 1), a valid aux returns
the minimum of the list, and the comb calculates the first
and second minimums from those of the two sub-lists.

One key observation here is that the scale of aux is usually
much smaller than comb because aux does not need to be
efficient. Therefore, the key to effectively solving Formula (1)
is to apply CEGIS solvers to synthesize comb, which requires
collecting input-output examples for comb. To achieve this,
we propose several decomposition methods to synthesize
aux separately before comb. After substituting aux with the
synthesis result, Formula (1) will be an input-output specifi-
cation for comb, on which CEGIS solvers are applicable.
We notice that the application of various paradigms can

be reduced to a generalized form of Formula (1), and we pro-
pose AutoLifter [10] to solve this generalized form following
the above procedure. The paradigms supported byAutoLifter
include divide-and-conquer, single-pass, incrementalization,
segment trees, and some paradigms for longest segment
problems. We evaluate AutoLifter on 96 algorithmic tasks,
and the results show that AutoLifter solves 82 out of 96 tasks
with an average time cost of 6.53 seconds, significantly out-
performing existing related approaches.
Besides AutoLifter, we also propose MetHyl [11] for syn-

thesizing dynamic programming algorithms and AutoElim
for eliminating intermediate data structures in inefficient
programs. Similar to AutoLifter, these two approaches uti-
lize domain knowledge to make CEGIS solvers applicable to
synthesize the unknown parts in the resulting algorithm.

4 Evaluation Methodology
Our primary hypothesis is that we can synthesize non-trivial
algorithms for algorithmic tasks. To test this hypothesis,

we intend to construct a large-scale dataset of algorithm
synthesis by collecting tasks from previous studies, textbooks
on algorithm design such as Introduction to Algorithms [3],
and online programming platforms such as LeetCode and
Codeforces. We shall implement our approaches and evaluate
their effectiveness on this dataset.
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